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Abstract 
 

This paper describes the development of HMM based 

speech synthesizer for Urdu language using the HTS-

toolkit. It describes the modifications needed to original 

HTS-Demo-scripts to port them, for Urdu language, 

which are currently available for English, Japanese and 

Portuguese. That includes the generation of the full-

context style labels and the creation of the Question file 

for Urdu phone set. For that the development and 

structure of utilities are discussed. Plus a list of 200 high 

frequency Urdu words are selected using the greedy 

search algorithm. Finally the evaluation of these 

synthesized words is conducted using naturalness and 

intelligibility scores. 

 

Keywords— Speech Synthesis, Hidden Markov 

Models (HMMs), Urdu Language, Perceptual Testing 

 

1. Introduction 

A text-to-speech (TTS) synthesis system for a 

particular language is a framework to convert any given 

text into its equivalent spoken waveform representation. 

Currently the most frequently employed TTS is the Unit 

Selection Synthesis [1-3]. However being the best TTS 

to date it has some limitations. Like the synthesized 

speech resembles the prosody/style of recording with 

the training database. If we want to synthesize speech 

with various voice characteristics then we need to 

increase the training data that cover all that variations. 

However recording that much data is not feasible [4]. 

With the improvements in Hidden Markov Models 

(HMM) techniques, the HMM based speech 

synthesizers are becoming popular [5]. In these systems 

the statistical models are trained based on source filter 

model from the training corpus. The main advantage of 

parametric approach [6] is that original waveforms are 

not required to be stored for synthesis purposes. As an 

                                                           
1 Footprint refers to the amount of disk space required 

by an application. 

effect the foot-print1 is very small (approximately 2-

MB2), compared to unit selection approach. 

The HMM-based speech synthesis framework has been 

applied to a number of languages that include English 

[7], Chinese [8], Arabic [9], Punjabi [10], Croatian [11] 

and Urdu [12] as well. In this work, we present the 

development and evaluation of Speech Synthesizer for 

Urdu language. The main contributions of the paper are 

inclusion of prosodic information in the training process 

and development of question set considering the 

linguistic features relevant to Urdu language. 

Figure 1 depicts the outline of parametric speech 

synthesis with HMMs. The training part consists of 

extracting the feature vectors of the training corpus as 

mel-cepstral coefficients [13] and excitation parameters, 

followed by model training. Whereas synthesis part is 

the reverse process of speech recognition. First the text 

is converted to context dependent sequence of phones 

obtained as a part of Natural Language processing 

(NLP) [14]. Then the excitation and spectral parameters 

are obtained through a set of trained HMM models using 

parameter generation algorithm [15]. Finally the 

waveform is generated using the obtained spectral and 

excitation features and providing them to the mel-log 

spectrum approximation filter (MLSA) [16]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2 This refers to the voice size produced by the HTS-

English-Demo Scripts. 
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Figure 1. Overview of Parametric speech 
synthesis with HMMs ( [7], pp. 227) 



1.1. Development 
 

The development consists of two steps, training 

and synthesis. In the training step the recorded data, 

along with segmental and prosodic labels, is used to 

train the HMM models. The HMMs are trained on 

speech features that include MFCCs, F0 and durations. 

Whereas in synthesis stage first the text to be 

synthesized is converted into a sequence of context 

dependent label format. This label structure contains the 

segmental and prosodic information that is helpful in 

selecting the appropriate models for the synthesis 

purpose. Finally the selected speech parameters are 

passed to the synthesis filter to produce the waveform.  

In this paper we present the development of HMM 

based Speech Synthesizer for Urdu language and its 

evaluation. In section 2 we describe the requirements for 

training the HMM models, that include data collection, 

configuring influential features and the generation of the 

question file to handle data sparsity issues. Section 3 

represents evaluation process and results on the test 

data. Section 4 encompasses analysis and discussion of 

the results. Finally section 5 discusses the concluding 

remarks and our plans for future. 

 

2. Requirements for building Speech 

Synthesizer with HMM based Speech 

Synthesis Toolkit (HTS) 
 

HTS is a toolkit [17] for building statistical based 

Speech Synthesizers. It is created by the HTS-working 

group as a patch to the HTK [18]. The purpose of this 

toolkit is to provide research and development 

environment for the progress of speech synthesis using 

statistical models. 

The requirements for setting up the synthesizer are: 

1. Annotated Training data. 

2. Define speech features (MFCC, F0 and 

duration) for model training. 

3. Sorting out unique context-dependent as well 

as context-independent phonemes (from the 

training data) for model training. 

4. Unified question file for spectral, F0 and 

duration for context clustering. 

 

2.1. Annotated Training data 
 

For the system development, 30-minutes of speech 

data was selected. The recorded utterances consisted of 

paragraphs taken from Urdu Qaida of grade 2 and 4 

respectively. The recordings were carried out in an 

anechoic room ensuring minimal noise and using a high 

quality microphone. The data was recorded by a native 

female speaker and stored at a sampling rate of 8 kHz 

mono wav format. 

 

2.1.1. Importance of Segmental and Prosodic labels.  

Segmental (Phoneme) boundaries are required in 

continuous speech to identify the different phones 

present in the training data. The segmental labels are 

marked carefully by a highly trained team of Linguistics 

at CLE using Praat [19] software and saved in its native 

TextGrid format. The other marked layer is the word 

layer, which specifies the word boundaries. By having 

the word layer marked explicitly, we can apply ‘stress’ 

and ‘syllabification’ rules to it and can generate 

additional two layers.  

With the addition of extra layers the advantage is 

that now we have more information, and can represent a 

single phoneme in a number of different contexts, which 

is important because the characteristics of a certain 

phoneme are greatly influenced by its context. 

For the addition of extra layers (stress/syllable) a utility 

was written in Python [20], to mark the layers in 

TextGrid [19] format. The functionality of the program 

is explained: 

Input: Take TextGrid file with segmental and word 

layer. 

Process: 
1. Extract different layers (currently possible 

Segment, Word, Stress, Syllable and 

Intonation). 

2. Apply Stress/Syllabification rules [21]. 

3. Align stress and syllable identities with the 

segment layer. 

Output: Generate a new TextGrid file 

 

The block diagram of the utility is shown in Figure 2. 
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Figure 2. Block diagram of Stress/Syllable marking 
utility 

 

 

 



 

Next the generated TextGrid file is converted to HTK-

format for further processing, because HTS is 

implemented as a modified version of HTK. And HTK 

modules require labels in its native format. 

 

2.1.2. Conversion to context-dependent label format. 

HTS requires both the basic HTK and its extended 

version ‘Context-Dependent’ to capture the prosodic 

variation of the phoneme.  

In basic HTK-format each phoneme is represented 

by a string identity and time values are represented in 

units of 100 ns interval as shown in the example below: 

 

HTK-Label Format 

[Start   [end]]  name 
0000000  3600000  A_A 

 

With ‘Context-Dependent’ format the phoneme identity 

exists in different segmental plus supra-segmental 

contexts as shown below: 

[Start   [end]]              name 

 

0000000  3600000              SIL^S-A_A+L=SIL  

 

 

 

 

 

 

 

 

 

2.1.3. Phone Set Used. The CISAMPA phone-set [22] 

is employed in our system, which uses an ASCII based 

character set to represent different phonemes. It was 

chosen because these characters are easily accessible 

during the data tagging process. 

For the conversion of TextGrid to ‘Context-

Dependent’ format a utility was developed. The flow of 

this utility is illustrated in Figure 3:  
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Figure 3. Flow diagram of the HTS-format conversion 

utility 

i. TextGrid File 

Take TextGrid file for one complete utterance. 

Usually one complete utterance consists of a single 

sentence. 

ii. Extract Layers 

Different layers (segment, stress, syllable, word) 

are extracted, that will be used to calculate contextual 

factors for each phoneme. 

iii. Mono-labels 

The HTK-style labels are generated at this stage. 

iv. Full-context layout 

A general layout is defined for the HTS-format that 

will be used to incorporate contextual factors [23]: 

(The details of this layout can be seen in 

“lab_format.pdf” file bundled in the HTS-Demo 

Scripts) 

 

p1^p2-p3+p4=p5@p6_p7/A:a1_a2_a3/B:b1-b2-

b3@b4-b5&b6-b7#b8-b9$b10-b11!b12-b13;b14-

b15|b16/C:c1+c2+c3/D:d1_d2/E:e1+e2@e3+e4

&e5+e6#e7+e8/F:f1_f2/G:g1_g2/H:h1=h2^h3=h

4|h5/I:i1_i2/J:j1+j2-j3 

 

v. Initialize 

Initialize factors related to stress, syllable, phoneme 

and word with default values (‘0’ or ‘x’). The layout is 

kept general with all possibilities so that at a later stage 

when additional layers are added, then little 

modification is required. 

vi. Process 1st Segment 

Selects the first segment and calculates all the 

possible contexts available to it. 

vii. Make structure 

With the calculated contextual factors in the 

previous step a structural representation is created using 

the defined layout. 

viii. Generate Full-Context 

A full context label file is generated that consists of 

full-contextual representation of every phoneme in the 

entire utterance.  

 

2.2. Feature Specification 
 

In HTS a set of noticeable speech features are 

selected which are important to capture speech 

variations properly, and through their proper 

manipulation high quality speech can be synthesized. 

The most common set of features are spectrum, F0 and 

duration. 

 

2.2.1. Spectrum. For spectrum mel-cepstral 

coefficients (MFCCs) of order 35 were calculated along 

with the 𝚫 and 𝚫2 features, so the final length is 105. For 

Segmental 

Context 
Supra-Segmental 

Context 

@1_1/A:0_0_0/B:0-x-1@1-1&x-x#x-x$x-x!0-0;x-

x|A_A/C:x+0+x/D:0_0/E:x+1@x+x&x+x#x+x/F:0_

x/G:0_0/H:x=x^1=1|NONE/I:0_0/J:1+1-1 

 



the calculation of these features the SPTK toolkit [24] 

was used. 

 

2.2.2. Fundamental frequency (F0). The range defined 

for the voiced regions was 80-400 Hz. Fundamental 

frequency was calculated using the auto-correlation 

method used by the ‘snack’ library available in 

ActiveTcl [25]. 

 

2.2.3. Durations. There are two possible ways to 

estimate duration of each phone. One way is to calculate 

it offline like MFCCs and F0, the other way is to 

estimate during the training process. The offline method 

is perfect if we only have a single state HMM. Whereas 

in most of cases we have 3 or 5 state HMM model, as a 

result we don’t know in advance how the state 

alignments will be done. So, the durations of each state 

are estimated during the state-alignment step of the 

Expectation Maximization (EM) Algorithm which is 

used to train the HMMs. 

 

2.3. Unique List 
 

A list of unique context-dependent as well as 

context-independent phones from the training corpus is 

generated. It is required to identify number of possible 

models that can exist. Each model is created and trained 

with the available number of examples in the training 

corpus. First a context-independent (mono-phone) 

model is generated, which is simply an average of all the 

examples. Then these mono-phones are copied to 

context-dependent (full-context) and are re-estimated 

using the concerned examples only. 

 

2.4. Question File 
 

Some sort of criteria is required to tackle the 

problem of fewer training examples available per 

model. The numbers of training examples are few 

because if we look at the full-context style label format, 

then it reveals that the possible contextual occurrence of 

a single phoneme is quite huge. And to have this much 

context available in the training data is not possible, on 

the other side this much context is also rare in everyday 

speech. 

To address these issues, a methodology known as 

clustering is employed. The notion of clustering is to 

group the phonemes which are acoustically similar and 

share a single model for closely related contexts. In 

clustering question file plays an important role, as they 

define how the grouping should be done. 

The question file consists of a number of binary 

questions with YES or NO outcome related to segmental 

and prosodic context of the phoneme. It is helpful in the 

clustering process for spectrum, F0 and duration models 

[26]. It provides a basis for grouping a number of data 

points and hence handles data sparsity issues, which is 

common in speech synthesis as the number of unique 

models built are enormous. 

In clustering first all the data points are placed into 

a single cluster and a list of questions is made. Then an 

objective function is defined. The cluster is split based 

on each question, and the question with which the 

objective function is minimized is selected as a 

successful candidate and is removed from the list. And 

the remaining questions are asked on the resultant 

clusters until a stopping criterion is met [27]. 

Another advantage is that these trees can also be 

used in the synthesis stage, as they are built on the 

acoustically similar properties of speech. In synthesis 

mostly the utterance that is required to be synthesized is 

unseen. Meaning that utterance was not available 

exactly the same way in the training data. So, by using 

the trees that incorporate the acoustic similarities we can 

trace them and select the closest alternative. 

 

2.4.3. Generation of the Question file. The questions 

are developed based on the similarities between the 

place and manner of articulation for segmental context. 

For prosodic context, the number of syllables in a word, 

their position and whether stressed or not etc. is taken 

into account. 

The idea is to group the phones that have a similar 

place and manner of articulation. These set of questions 

have a dual role. In the training process they are used to 

split the cluster nodes of the tree. Whereas during 

synthesis process, these generated trees are employed to 

trace the phoneme with un-seen context.  

Moreover these questions are created on a phone-

set specific to language, we cannot employ the 

structuring specified for some other language (like 

English, Brazilian and Japanese). The questions specific 

to Urdu language were created considering the grouping 

in Table 1. 

 

Question format 

For example the question for phoneme before the 

previous phoneme is defined as: 

 

Field 1 Field 2 Field 3 

QS "LL-TRILL_ALVEOLAR" {R , R_H} 

 

The field 1 defines the label showing that it is a question. 

Field 2 specifies the grouping of various categories and 

finally the third column represents the possible 

phonemes for the defined categories. 

 



Table 1. Grouping of contextual factors3 
 

VOWEL All Vowels 

CONSONANT All Consonants 

PLOSIVE 

P, P_H, B, B_H, T_D, 

T_D_H, D_D, D_D_H, T, 

T_H, D, D_H, K, K_H, G, 

G_H, Q, Y 

NASAL 

M, M_H, N, N_H, N_G, 

N_G_H, U_U_N, O_O_N, 

O_N, A_A_N, I_I_N, 

A_E_N, A_Y_N 

FRICATIVE 
F, V, S, Z, S_H, Z_Z, X, 

G_G, H 

VOICED, PLOSIVE 
B, B_H, D_D, D_D_H, D, 

D_H, G, G_H 

UNVOICED,PLOSIVE 
P, P_H, T_D, T_D_H, T, 

T_H, K, K_H 

VOICED, NASAL 
M, M_H, N, N_H, N_G, 

N_G_H 

UNVOICED, PLOSIVE 
P, P_H, T_D, T_D_H, T, 

T_H, K, K_H 

VOICED, FRICATIVE V, Z, Z_Z, G_G 

UNVOICED, 

FRICATIVE 
F, S, S_H, X 

PLOSIVE, ASPIRATED 

P_H, B_H, T_D_H, 

D_D_H, T_H, D_H, K_H, 

G_H 

AFFRICATES, 

ASPIRATED 
T_S_H, D_Z_H 

CONSONANT, 

ASPIRATED 

P_H, B_H, T_D_H, 

D_D_H, T_H, D_H, K_H, 

G_H, M_H, N_H, N_G_H, 

R_H, R_R_H, L_H, J_H, 

T_S_H, D_Z_H 

CONSONANT, 

ALVEOLAR 

T, T_H, D, D_H, N, N_H, 

R, R_H, S, Z, L, L_H 

CONSONANT,  

DENTAL 

T_D, T_D_H, D_D, 

D_D_H 

CONSONANT, VELAR 
K, K_H, G, G_H, N_G, 

N_G_H, X, G_G 

CONSONANT, 

BILABIAL 
P, P_H, B, B_H, M, M_H 

CONSONANT, 

UVULAR 
Q 

TRILL, ALVEOLAR R, R_H 

CONSONANT, 

LARYNGEAL 
Y, H 

FLAP, RETROFLEX R_R, R_R_H 

NASAL, ALVEOLAR N, N_H 

NASAL, BILABIAL M, M_H 

NASAL, VELAR N_G, N_G_H 

FRICATIVE, VELAR X, G_G 

FRICATIVE, PALATAL S_H, Z_Z 

FRICATIVE, LABIO-

DENTAL 
F, V 

                                                           
3 The Urdu CISAMPA Phone set can be accessed at 

http://www.cle.org.pk/resources/CISAMPA.pdf 

FRICATIVE, 

LARYNGEAL 
H 

LATERAL, ALVEOLAR L, L_H 

APPROXIMANT, 

PALATAL 
J, J_H 

FRICATIVE, 

ALVEOLAR 
S, Z 

AFFRICATES, 

PALATAL 
T_S, T_S_H, D_Z, D_Z_H 

VOWEL, FRONT 
I_I, I, A_E, E, A_Y, I_I_N, 

A_E_N, A_Y_N 

VOWEL, HIGH U_U, I_I, U_U_N, I_I_N 

VOWEL, HIGH-MID U, I 

VOWEL, LOW-MID O, A_A, E, O_N, A_A_N 

VOWEL, LOW A_Y, A_Y_N 

VOWEL, CENTRAL A 

VOWEL, BACK 

U_U, U, O_O, O, A_A, 

U_U_N, O_O_N, O_N, 

A_A_N 

SILENCE SIL, BRTH, PAU 

 

2.4.4. Synthesis. In the synthesis stage first the text to 

be synthesized is entered in CISAMPA format, then 

using the utilities developed in the training stage, 

converted to full-context style labels. 

The label format used in the synthesis part is 

similar to the training, except for the timing information 

which is absent it this case. By using these labels three 

different set of models are selected (Spectrum, 

Fundamental frequency and the Durations). From 

Spectrum and Duration models the optimal state 

sequence is selected. Finally the optimal state sequence 

along with the excitation signal is fed to the synthesis 

filter to produce the final waveform, as illustrated in 

Figure 4. 
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2.4.5. Tree traversal for model selection. For example 

if we want to synthesize the word P A K I S T A N, 

then for each phoneme a separate tree will be used to 

trace the appropriate model. In this example we may 

have two different models for the ‘A’ phoneme, because 

it is occurring twice and have different left and right 

contexts. For the case of ‘P A K’, first it checks whether 

left context is bilabial or not (L=Bilabial?). Then on its 

outcome it proceeds to the next node, and finally reaches 

the leaf node from where suitable model is selected as 

shown in Figure 5. 

 

 

Figure 5. Tree traversal for model selection 
 

3. Evaluation and results 
 

The main goal of any Text to Speech System is to 

generate a voice which resembles closely to a human 

voice. So for the assessment of a speech synthesizer, a 

human listener should carry out the testing. 

To test the system comprehensively, there are a number 

of tests, which include Diagnostic Rhyme Test (DRT) 

[28] and Modified Diagnostic Rhyme Test (M-DRT) 

[29] that evaluates the system on the phoneme level. 

For our system we only focused on the 

naturalness and intelligibility of high frequency words. 

As Consonant-Vowel-Consonant (CVC) [30] or DRT 

was not appropriate because the number of possible 

correct words fitting exactly the CVC format was 

scarce. Moreover, we did not have the phoneme 

coverage balanced for the 30-minutes of the speech data. 

The phoneme coverage graph is shown in Figure 6. 

Consequently a set of 200 high frequency words were 

selected for the testing purpose.  

 

 

 

3.1. Methodology 
 

To perform evaluation of the underlying system a 

list of 200 high frequency words of Urdu language were 

selected using the greedy search algorithm [31] 

developed at Center for Language Engineering, KICS.  

 

3.2. Experiment 
 

For the assessment of speech quality synthesized 

by the statistical models (HMMs). The Mean-Opinion-

Score (MOS) was considered for the naturalness and 

intelligibility measure. There were a total of 4 listeners 

who carried out the evaluation. Among the participants, 

three were linguists (expert listeners) and one was 

technical (naive listener). 

For our system the naturalness and intelligibility are 

interpreted as: 

Naturalness:  How close it seems to be produced by 

a human? 

 

Intelligibility: How much conveniently the word 

was recognized? 

 

The MOS-scale varies from 1 to 5, where 1 represents 

the lowest score and 5 the highest. The experimental 

results of four listeners are listed in Table 2: 

 

Table 2. Mean score for Intelligibility and Naturalness 

Subject Type MOS 

Naturalness 

MOS 

Intelligibility 

Technical 1 3.23 3.65 

Linguistic 1 2.82 3.66 

Linguistic 2 2.86 3.58 

Linguistic 3 3.48 3.52 

 

The testing reveals that most of the words were 

intelligible but not natural. The reason behind un-natural 

voice can be regarded due to the kind of training data. 

In training, words were available as a carrier sentence, 

and none of the training utterance consisted of a single 

word. We know that if a word is spoken explicitly 

without any carrier sentence then it is little bit longer 

and clearer, whereas in carrier some of the phonemes are 

shorter or are completely ignored. 

 

4. Analysis and Discussion 
 

The analysis show that on average 92.5% words 

were correctly identified, irrespective they sounded less 

natural or intelligible. On the other hand, there were also 

a few cases where the listener was unable to identify the 

correct word. These are listed in Table 3. 
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Figure 6. Phoneme Coverage Graph4

4.1. Phoneme coverage of training data 
 

There were total of 66 different phonemes present 

in the phone set defined for training HMMs Models, 

having total frequency of 17793 (30-minute data). So for 

completely phonetically balanced system we should 

have at least 270 (1.51 % coverage) examples per 

phoneme. Whereas in our case vowels had a very high 

frequency (A = 1810, A_A = 1646), and some of the 

consonants were completely ignored (J_H, L_H, M_H, 

N_G_H, R_H, Y, Z_Z). The phoneme coverage can be 

visualized in Figure 6. 

A list of words that were not correctly identified are 

listed in Table 3.The first column contains the word in 

Nastalique style. Second represents the actual 

pronunciation that should have been synthesized, in 

CISAMPA format. Whereas third column represents the 

word interpreted by the listener. The bold letters 

highlights the phones which have disagreements, while 

gray letters indicates that they were missing in the 

synthesized utterance. Finally the last column represents 

the coverage of the correct phoneme that was wrongly 

produced, in the training corpus.  

 

Table 3. Words with errors 

Nastalique 

Style 

CISAMPA 

(Correct) 

Listened 

(Incorrect) 

Coverage 

(%) 

 طرف
T_DARAF T_DALAF 5.92 

 گا
GA_A D_DA_A 1.35 

 معلوم
MAYLU_UM MAT_DLU_UM 0.00 

 تھے
T_D_HA_Y T_SA_Y                        0.66 

 رزی
RAZI_I RAD_DI_I 0.88 

 ہوتی
HO_OT_DI_I HO_OT_DI_I 4.68 

 کیونکہ
KIU_U_NKA_Y T_SU_NKA_Y 0.15 

                                                           
4 Only those phonemes are shown whose occurrence 

counts are more than 50 

 حق
HAQ HABS 0.46 

 بعد
BAYD_D BAYD_D 0.00 

 خیال
XAJA_AL FIJA_AL 0.50 

 

5. Conclusion and Future Work 
 

 A reasonably good quality5 HMM based speech 

synthesizer for Urdu language has been developed. The 

utilities developed were unique as they converted hand-

labeled TextGrid files directly to HTS-label format, 

without using any of the automatic data tagging 

software (like Sphinx [32]). The Question file was 

generated for the Urdu phone set, keeping in account the 

articulatory features of language. Finally the testing of 

the synthesized quality was carried out by using the 

Mean-Opinion-Score (MOS) for naturalness and 

intelligibility.  

        In future work we are planning to build the system 

incrementally with new database which comprises of 

approximately 10-hours of speech and is being recorded 

by a professional speaker 
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